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We will study some classical analytic number theory problems and techniques in the context of polynomials over finite fields.

- Elementary number theory is concerned with arithmetic properties of $\mathbb{Z}$ and its field of fractions $\mathbb{Q}$.
- Early on the development of the subject it was noticed that $\mathbb{Z}$ has many properties in common with $A=\mathbb{F}_{q}[T]$, the ring of polynomials over a finite field.
- both rings are principal ideal domains.
- both have the property that the residue class ring of any non-zero ideal is finite.
- both rings have infinitely many prime elements.
- both rings have finitely many units.
- ...
- Thus, one is led to suspect that many results which hold for $\mathbb{Z}$ have analogues of the ring $A$. This is indeed the case.
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Assessment: At the end of the course, participants will choose from a list of topics/original research articles and should write up an exposition of the chosen result. This exposition should place the result in the context of what has been discussed in the course, and should be detailed for other course participants to be able to follow the main steps of the argument.
Problem Sheets: The completion of the weekly problem sheets is optional but strongly encouraged.
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## Definition

If $\operatorname{sgn}(f)=1$ we say that $f$ is a monic polynomial.
Monic polynomials play the role of positive integers.
It is sometimes useful to define the sign of the zero polynomial to be 0 and its degree $-\infty$.
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Suppose $g \in A$ and $g \neq 0$. Then $A / g A$ is a finite ring with $q^{\operatorname{deg}(g)}$ elements.

## Proof.

Let $m=\operatorname{deg}(g)$. By Proposition 1.1 one easily verifies that $\{r \in A: \operatorname{deg}(r)<m\}$ is a complete set of representatives for $A / g A$. Such elements look like

$$
r=\alpha_{0} T^{m-1}+\alpha_{1} T^{m-2}+\cdots+\alpha_{m-1} \quad \text { with } \alpha_{i} \in \mathbb{F}_{q}
$$

Since the $\alpha_{i}$ vary independently through $\mathbb{F}_{q}$ there are $q^{m}$ such polynomials and the result follows.
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$|g|$ is a measure of the size of $g$, the norm of $g$. Note that if $n$ is an ordinary integer, then its usual absolute value, $|n|$, is the number of elements in $\mathbb{Z} / n \mathbb{Z}$. Similarly, $|g|$ is the number of elements in $A / g A$. It is immediate the following properties:

- $|f g|=|f||g|$.
- $|f+g| \leq \max (|f|,|g|)$, with equality holding if $|f| \neq|g|$.
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## Group of Units

It is a simple matter to determine the group of units in $A$, $A^{*}$. If $g$ is a unit, then there is an $f$ such that $f g=1$. Thus, $0=\operatorname{deg}(1)=\operatorname{deg}(f)+\operatorname{deg}(g)$ and so $\operatorname{deg}(f)=\operatorname{deg}(g)=0$. The only units are non-zero constants and each such constant is a unit.

Proposition (1.3)
The group of units in $A$ is $\mathbb{F}_{q}^{*}$. In particular, it is a finite cyclic group with $q-1$ elements.

## Proof.

The only thing left to prove is the cyclicity of $\mathbb{F}_{q}^{*}$. This follows from the very general fact that a finite subgroup of the multiplicative group of a field is cyclic.
In what follows we will see that the number $q-1$ often occurs where the number 2 occurs in ordinary number theory. This stems from the fact that the order of $\mathbb{Z}^{*}$ is 2 .
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## Proposition (Chinese Remainder Theorem)
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## Proposition (Chinese Remainder Theorem)

Let $m_{1}, m_{2}, \ldots, m_{t}$ be elements of $A$ which are pairwise relatively prime. Let $m=m_{1} m_{2} \ldots m_{t}$ and $\phi_{i}$ be the natural homomorphism from $A / m A$ to $A / m_{i} A$. Then, the map $\phi: A / m A \rightarrow A / m_{1} A \oplus A / m_{2} A \oplus \cdots \oplus A / m_{t} A$ given by

$$
\phi(a)=\left(\phi_{1}(a), \phi_{2}(a), \ldots, \phi_{t}(a)\right)
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Proof.
This is a standard result which holds in any principal ideal domain (properly formulated it holds in much greater generality).
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Corollary
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## Corollary
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## Proof.

This is a standard exercise. See Ireland and Rosen (Proposition 3.4.1).
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Let $P \in A$ be an irreducible polynomial. Then, $(A / P A)^{*}$ is a cyclic group with $|P|-1$ elements.

## Proof.

Since $A$ is a principal ideal domain, $P A$ is a maximal ideal and so $A / P A$ is a field. A finite subgroup of the multiplicative group of a field is cyclic. Thus $(A / P A)^{*}$ is cyclic. That the order of this group is $|P|-1$ is immediate.
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## Contrast between $A=\mathbb{F}_{q}[T]$ and $\mathbb{Z}$

We now consider the situation when $e>1$. Here we encounter something which is quite different in $A$ from the situation in $\mathbb{Z}$. If $p$ is an odd prime number in $\mathbb{Z}$ then it is a standard result that $\left(\mathbb{Z} / p^{e} \mathbb{Z}\right)^{*}$ is cyclic for all positive integers $e$. If $p=2$ and $e \geq 3$ then $\left(\mathbb{Z} / 2^{e} \mathbb{Z}\right)^{*}$ is the direct product of a cyclic group of order 2 and a cyclic group of order $2^{e-2}$. The situation is very different in $A$.
Proposition (1.6)
Let $P \in A$ be an irreducible polynomial and e a positive integer. The order of $\left(A / P^{e} A\right)^{*}$ is $|P|^{e-1}(|P|-1)$. Let $\left(A / P^{e} A\right)^{(1)}$ be the kernel of the natural map from $\left(A / P^{e} A\right)^{*}$ to $(A / P A)^{*}$. It is a p-group of order $|P|^{e-1}$. As e tends to infinity, the minimal number of generators of $\left(A / P^{e} A\right)^{(1)}$ tends to infinity.
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## Euler's $\Phi$-function

We have developed more than enough material to enable us to give interesting analogues of the Euler $\phi$-function and the little theorems of Euler and Fermat.

## Definition (Euler's $\phi$-function in $A$ )

To begin with, let $f \in A$ be a non-zero polynomial. Define $\Phi(f)$ to be the number of elements in the group $(A / f A)^{*}$.
We can give another characterization of this number which makes the relation to the Euler $\phi$-function even more evident. We have seen that $\{r \in A: \operatorname{deg}(r)<\operatorname{deg}(f)\}$ is a set or representatives for $A / f A$. Such an $r$ represents a unit in $A / f A$ if and only if it is relatively prime to $f$. Thus $\Phi(f)$ is the number of non-zero polynomials of degree less than $\operatorname{deg}(f)$ and relatively prime to $f$, i.e.

$$
\Phi(f)=\sum_{\substack{k \text { monic } \\ \operatorname{deg}(k)<\operatorname{deg}(f) \\ \operatorname{gcd}(f, k)=1}} 1
$$

Proposition (1.7)

$$
\Phi(f)=|f| \prod_{P \mid f}\left(1-\frac{1}{|P|}\right) .
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\Phi(f)=|f| \prod_{P \mid f}\left(1-\frac{1}{|P|}\right) .
$$

Proof.
Let $f=\alpha P_{1}^{e_{1}} P_{2}^{e_{2}} \ldots P_{t}^{e_{t}}$ be the prime decomposition of $f$. By the corollary of the Chinese Remainder Theorem and by Proposition 1.6 , we see that

$$
\Phi(f)=\prod_{i=1}^{t} \Phi\left(P_{i}^{e_{i}}\right)=\prod_{i=1}^{t}\left(\left|P_{i}\right|^{e_{i}}-\left|P_{i}\right|^{e_{i}-1}\right)
$$

from which the result follows immediately.

## Proposition (1.7)

$$
\Phi(f)=|f| \prod_{P \mid f}\left(1-\frac{1}{|P|}\right) .
$$

Proof.
Let $f=\alpha P_{1}^{e_{1}} P_{2}^{e_{2}} \ldots P_{t}^{e_{t}}$ be the prime decomposition of $f$. By the corollary of the Chinese Remainder Theorem and by Proposition 1.6 , we see that

$$
\Phi(f)=\prod_{i=1}^{t} \Phi\left(P_{i}^{e_{i}}\right)=\prod_{i=1}^{t}\left(\left|P_{i}\right|^{e_{i}}-\left|P_{i}\right|^{e_{i}-1}\right)
$$

from which the result follows immediately.
The similarity of the formula in this proposition to the classical formula $\phi(n)=n \prod_{p \mid n}\left(1-p^{-1}\right)$ is striking.

## Euler's little theorem

Proposition (Euler's little theorem)
If $f \in A, f \neq 0$, and $a \in A$ is relatively prime to $f$, i.e., $(a, f)=1$, then

$$
a^{\Phi(f)} \equiv 1(\bmod f) .
$$

## Euler's little theorem

Proposition (Euler's little theorem)
If $f \in A, f \neq 0$, and $a \in A$ is relatively prime to $f$, i.e., $(a, f)=1$, then

$$
a^{\Phi(f)} \equiv 1(\bmod f) .
$$

## Proof.

The group $(A / f A)^{*}$ has $\Phi(f)$ elements. The coset of a modulo $f, \bar{a}$, lies in this group. Thus, $\bar{a}^{\Phi(f)}=\overline{1}$ and this is equivalent to the congruence in the proposition.

## Fermat's little theorem

Corollary (Fermat's little theorem)
Let $P \in A$ be irreducible and $a \in A$ be a polynomial not divisible by $P$. Then,

$$
a^{|P|-1} \equiv 1(\bmod P)
$$

## Fermat's little theorem

## Corollary (Fermat's little theorem)

Let $P \in A$ be irreducible and $a \in A$ be a polynomial not divisible by $P$. Then,
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{ }_{a^{|P|-1}} \equiv 1(\bmod P) .
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Proof.
Since $P$ is irreducible, it is relatively prime to a if and only if it does not divide $a$. The corollary follows from the proposition and the fact that for an irreducible $P, \Phi(P)=|P|-1$ (Proposition 1.5).
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The theorems above play the same very important role in this context as they do in elementary number theory.

## Fermat's little theorem

## Corollary (Fermat's little theorem)

Let $P \in A$ be irreducible and $a \in A$ be a polynomial not divisible by $P$. Then,

$$
a^{|P|-1} \equiv 1(\bmod P)
$$

Proof.
Since $P$ is irreducible, it is relatively prime to a if and only if it does not divide $a$. The corollary follows from the proposition and the fact that for an irreducible $P, \Phi(P)=|P|-1$ (Proposition 1.5).

The theorems above play the same very important role in this context as they do in elementary number theory. By way of illustration we proceed to the analogue of Wilson's theorem. Recall that this states that $(p-1)!\equiv-1(\bmod p)$ where $p$ is a prime number.

## Wilson's theorem in $\mathbb{F}_{q}[T]$

Proposition (1.9)
Let $P \in A$ be irreducible of degree $d$. Suppose $X$ is an indeterminate. Then,

$$
X^{|P|-1}-1 \equiv \prod_{0 \leq \operatorname{deg}(f)<d}(X-f)(\bmod P)
$$
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## Proposition (1.9)

Let $P \in A$ be irreducible of degree $d$. Suppose $X$ is an indeterminate. Then,

$$
X^{|P|-1}-1 \equiv \prod_{0 \leq \operatorname{deg}(f)<d}(X-f)(\bmod P)
$$

Corollary (1)
Let d divide $|P|-1$. The congruence $X^{d} \equiv 1(\bmod P)$ has exactly $d$ solutions. Equivalently, the equation $X^{d}=\overline{1}$ has exactly $d$ solutions in $(A / P A)^{*}$.

## Wilson's theorem in $\mathbb{F}_{q}[T]$

Corollary (Wilson's theorem)
With the same notation,

$$
\prod_{0 \leq \operatorname{deg}(f)<\operatorname{deg}(P)} f \equiv-1(\bmod P)
$$

## Wilson's theorem in $\mathbb{F}_{q}[T]$

Corollary (Wilson's theorem)
With the same notation,

$$
\prod_{0 \leq \operatorname{deg}(f)<\operatorname{deg}(P)} f \equiv-1(\bmod P) .
$$

Proof.
Just set $X=0$ in the proposition. If the characteristic of $\mathbb{F}_{q}$ is odd then $|P|-1$ is even and the result follows.

## Wilson's theorem in $\mathbb{F}_{q}[T]$

Corollary (Wilson's theorem)
With the same notation,

$$
\prod_{0 \leq \operatorname{deg}(f)<\operatorname{deg}(P)} f \equiv-1(\bmod P)
$$

Proof.
Just set $X=0$ in the proposition. If the characteristic of $\mathbb{F}_{q}$ is odd then $|P|-1$ is even and the result follows. If the characteristic is 2 then the result also follows since in characteristic 2 we have $-1=1$.
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If $f \in A$ is of positive degree and $a \in A$ is relatively prime to $f$, we say that a is a $d$-th power residue modulo $f$ if the equation $x^{d} \equiv a(\bmod f)$ is solvable in $A$. Equivalently, $\bar{a}$ is a d-th power in $(A / f A)^{*}$.
Suppose $f=\alpha P_{1}^{e_{1}} P_{2}^{e_{2}} \ldots P_{t}^{e_{t}}$ is the prime decomposition of $f$. Then it is easy to check that $a$ is a $d$-th power residue modulo $f$ if and only if $a$ is a $d$-th power residue modulo $P_{i}^{e_{i}}$ for all $i$ between 1 and $t$. This reduces the problem to the case where the modulus is a prime power.

## $d$-th power residues

As a final topic in this section we give some theory of $d$-th power residues. This will be of importance for the next class when we will discuss quadratic reciprocity and more general reciprocity laws for $A$.
Definition ( $d$-th power residue)
If $f \in A$ is of positive degree and $a \in A$ is relatively prime to $f$, we say that a is a $d$-th power residue modulo $f$ if the equation $x^{d} \equiv a(\bmod f)$ is solvable in $A$. Equivalently, $\bar{a}$ is a d-th power in $(A / f A)^{*}$.
Suppose $f=\alpha P_{1}^{e_{1}} P_{2}^{e_{2}} \ldots P_{t}^{e_{t}}$ is the prime decomposition of $f$. Then it is easy to check that $a$ is a $d$-th power residue modulo $f$ if and only if $a$ is a $d$-th power residue modulo $P_{i}^{e_{i}}$ for all $i$ between 1 and $t$. This reduces the problem to the case where the modulus is a prime power.

## Proposition (1.10)

Let $P$ be irreducible and $a \in A$ not divisible by $P$. Assume $d$ divides $|P|-1$. The congruence $X^{d} \equiv a\left(\bmod P^{e}\right)$ is solvable if and only if

$$
a^{\frac{|P|-1}{d}} \equiv 1(\bmod P)
$$

There are $\frac{\Phi\left(P^{e}\right)}{d} d$-th power residues modulo $P^{e}$.
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$\phi(n)=\sum_{\substack{k=1 \\(k, n)=1}}^{n} 1$

Function Fields

$$
\begin{aligned}
& A=\mathbb{F}_{q}[T] \\
& k=\mathbb{F}_{q}(T)
\end{aligned}
$$

$A^{+}$monic polynomials
$\mathcal{P}$ monic irreducible polynomials
norm of a polynomial $|f|=q^{\operatorname{deg}(f)}$

$$
f=\alpha P_{1}^{e_{1}} P_{2}^{e_{2}} \ldots P_{t}^{e_{t}}
$$

$$
\mathrm{q}-1
$$

$$
\Phi(f)=\sum_{\substack{k \text { monic } \\ \operatorname{deg}(k)<\operatorname{deg}(f) \\ \operatorname{gcd}(f, k)=1}} 1
$$
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- The discussion will be facilitated by the use of the zeta function associated to $A$.
- This zeta function is an analogue of the classical Riemann zeta function $\zeta(s)$.
- In $A$, the zeta function is is a much simpler object. This will lead us to a sharp version of the prime number theorem.
- When we investigate arithmetic in more general function fields than $\mathbb{F}_{q}(T)$, the corresponding zeta function will turn out to be a much more subtle invariant.
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where $\Gamma(s)$ is the classical Gamma function.

- $\zeta(-2 n)=0$ for $n \in \mathbb{Z}_{+}$. (trivial zeros)

The Riemann Hypothesis: All the non-trivial zeros of $\zeta(s)$ have real part equals $1 / 2$.
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- Analytic continuation. By equation (3.3), $\zeta_{A}(s)$ is well defined for the whole complex plane $\mathbb{C}$ except for
- Simple pole at $s=1$ with residue $\frac{1}{\log (q)}$.
- Functional Equation. Let $\Gamma_{A}(s)=\left(1-q^{-s}\right)^{-1}$ be the Gamma function over $A$. Set $\xi_{A}(s)=q^{-s} \Gamma_{A}(s) \zeta_{A}(s)$. Then it is easy to check that

$$
\xi_{A}(s)=\xi_{A}(1-s) .
$$

As opposed to the case of the classical zeta-function, the proofs are very easy for $\zeta_{A}(s)$. Later we will consider generalizations of $\zeta_{A}(s)$ in the context of function fields over finite fields. Similar statements will hold, but the proofs will be more difficult and will be based on the Riemann-Roch theorem for algebraic curves.

## Euler Product

Euler noted that the unique decomposition of integers into products of primes leads to the following identity for the Riemann zeta-function:

$$
\zeta(s)=\prod_{\substack{p \text { prime } \\ p>0}}\left(1-\frac{1}{p^{s}}\right)^{-1}
$$

## Euler Product

Euler noted that the unique decomposition of integers into products of primes leads to the following identity for the Riemann zeta-function:

$$
\zeta(s)=\prod_{\substack{p \text { prime } \\ p>0}}\left(1-\frac{1}{p^{s}}\right)^{-1}
$$

This is valid for $\mathfrak{R}(s)>1$. The exact same reasoning (which we won't repeat here) leads to the following identity:

$$
\begin{equation*}
\zeta_{A}(s)=\prod_{\substack{P \text { monic } \\ \text { irreducible }}}\left(1-\frac{1}{|P|^{s}}\right)^{-1} \tag{3.4}
\end{equation*}
$$

## Euler Product

Euler noted that the unique decomposition of integers into products of primes leads to the following identity for the Riemann zeta-function:

$$
\zeta(s)=\prod_{\substack{p \text { prime } \\ p>0}}\left(1-\frac{1}{p^{s}}\right)^{-1}
$$

This is valid for $\mathfrak{R}(s)>1$. The exact same reasoning (which we won't repeat here) leads to the following identity:

$$
\begin{equation*}
\zeta_{A}(s)=\prod_{\substack{P \text { monic } \\ \text { irreducible }}}\left(1-\frac{1}{|P|^{s}}\right)^{-1} \tag{3.4}
\end{equation*}
$$

One can immediately put this Equation in use.

## Primes in $\mathbb{F}_{q}[T]$

## Proposition

There are infinitely many monic irreducibles in $\mathbb{F}_{q}[T]$.

## Primes in $\mathbb{F}_{q}[T]$

## Proposition

There are infinitely many monic irreducibles in $\mathbb{F}_{q}[T]$.

## Proof.

Suppose there were only finitely many irreducible polynomials in $A$. The right-hand side of the Euler product would then be defined at $s=1$ and even have a non-zero value there. On the other hand, the left hand side has a pole at $s=1$. This shows there are infinitely many irreducibles in $A$.

## Primes in $\mathbb{F}_{q}[T]$

## Proposition

There are infinitely many monic irreducibles in $\mathbb{F}_{q}[T]$.

## Proof.

Suppose there were only finitely many irreducible polynomials in $A$. The right-hand side of the Euler product would then be defined at $s=1$ and even have a non-zero value there. On the other hand, the left hand side has a pole at $s=1$. This shows there are infinitely many irreducibles in $A$.
One doesn't need the zeta function to show this. Euclid's proof that there are infinitely many prime integers works equally well in $A$.
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## Proof.

Define $a_{d}$ to be the number of monic irreducibles of degree $d$. Then, from the equation defining $\zeta_{A}(s)$ we find

$$
\zeta_{A}(s)=\prod_{d=1}^{\infty}\left(1-q^{-d s}\right)^{-a_{d}}
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If we recall that $\zeta_{A}(s)=\left(1-q^{1-s}\right)^{-1}$ and substitute $u=q^{-s}$ (note that $|u|<1$ if and only if $\mathfrak{R}(s)>1$ ) we obtain the identity

$$
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Taking the logarithmic derivative of both sides and multiplying the result by $u$ yields
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Finally, expand both sides into power series using the geometric series and compare coefficients of $u^{n}$.
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d_{k}(f)=\sum_{f_{1} \ldots f_{k}=f} 1
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i.e., $d_{k}(f)$ is the number of ways to express $f$ as a product of $k$ factors.

If $k=2$ then $d_{2}(f)=d(f)$ is the usual divisor function.
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where the sum is over all monic divisors of $f$.
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$$
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Definition (von Mangoldt function)
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$$

Thus, a multiplicative function is completely determined by its values on prime powers. Using multiplicativity, one can derive the following formulas

## Proposition

Let the prime decomposition of $f$ be given as above. Then,
(1) $d(f)=\left(e_{1}+1\right)\left(e_{2}+1\right) \ldots\left(e_{t}+1\right)$.

## Multiplicative Functions

Some of these functions, like their counterparts, have the property of being multiplicative.

## Definition

A complex valued function $F$ on $A-\{0\}$ is called multiplicative if $F(f g)=F(f) F(g)$ whenever $f$ and $g$ are relatively prime. We assume $F$ is 1 on $\mathbb{F}_{q}^{*}$.
Let

$$
f=\alpha P_{1}^{e_{1}} P_{2}^{e_{2}} \ldots P_{t}^{e_{t}}
$$

be the prime decomposition of $f$. If $F$ is multiplicative,

$$
F(f)=F\left(P_{1}^{e_{1}}\right) F\left(P_{2}^{e_{2}}\right) \ldots F\left(P_{t}^{e_{t}}\right)
$$

Thus, a multiplicative function is completely determined by its values on prime powers. Using multiplicativity, one can derive the following formulas

## Proposition

Let the prime decomposition of $f$ be given as above. Then,
(1) $d(f)=\left(e_{1}+1\right)\left(e_{2}+1\right) \ldots\left(e_{t}+1\right)$.
(2)

$$
\sigma(f)=\frac{\left|P_{1}\right|^{e_{1}+1}-1}{\left|P_{1}\right|-1} \frac{\left|P_{2}\right|^{e_{2}+1}-1}{\left|P_{2}\right|-1} \cdots \frac{\left|P_{t}\right|^{e_{t}+1}-1}{\left|P_{t}\right|-1}
$$

## Reviewing the Dictionary between $\mathbb{F}_{q}[T]$ <br> and $\mathbb{Z}$

| Number Fields | Function Fields |
| :---: | :---: |
| $\mathbb{Z}$ | $A=\mathbb{F}_{q}[T]$ |

## Reviewing the Dictionary between $\mathbb{F}_{q}[T]$ <br> and $\mathbb{Z}$

| Number Fields | Function Fields |
| :---: | :---: |
| $\mathbb{Z}$ | $A=\mathbb{F}_{q}[T]$ |
| $\mathbb{Q}$ | $k=\mathbb{F}_{q}(T)$ |

## Reviewing the Dictionary between $\mathbb{F}_{q}[T]$ <br> and $\mathbb{Z}$

| Number Fields | Function Fields |
| :---: | :---: |
| $\mathbb{Z}$ | $A=\mathbb{F}_{q}[T]$ |
| $\mathbb{Q}$ | $k=\mathbb{F}_{q}(T)$ |
| positive integers | $A^{+}$monic polynomials |

## Reviewing the Dictionary between $\mathbb{F}_{q}[T]$ <br> and $\mathbb{Z}$

| Number Fields | Function Fields |
| :---: | :---: |
| $\mathbb{Z}$ | $A=\mathbb{F}_{q}[T]$ |
| $\mathbb{Q}$ | $k=\mathbb{F}_{q}(T)$ |
| positive integers |  |
| prime numbers | $A^{+}$monic polynomials |
|  | $\mathcal{P}$ monic irreducible polynomials |

## Reviewing the Dictionary between $\mathbb{F}_{q}[T]$ <br> and $\mathbb{Z}$

| Number Fields | Function Fields |
| :---: | :---: |
| $\mathbb{Z}$ | $A=\mathbb{F}_{q}[T]$ |
| $\mathbb{Q}$ | $k=\mathbb{F}_{q}(T)$ |
| positive integers | $A^{+}$monic polynomials |
| prime numbers |  |
| absolute value $\|n\|$ | $\mathcal{P}$ monic irreducible polynomials |
| norm of a polynomial $\|f\|=q^{\operatorname{deg}(f)}$ |  |

## Reviewing the Dictionary between $\mathbb{F}_{q}[T]$ <br> and $\mathbb{Z}$

| Number Fields | Function Fields |
| :---: | :---: |
| $\mathbb{Z}$ | $A=\mathbb{F}_{q}[T]$ |
| $\mathbb{Q}$ | $k=\mathbb{F}_{q}(T)$ |
| positive integers | $A^{+}$monic polynomials |
| prime numbers | $\mathcal{P}$ monic irreducible polynomials |
| absolute value $\|n\|$ | norm of a polynomial $\|f\|=q$ deg $(f)$ |
| $n=p_{1}^{e_{1}} p_{2}^{e_{2}} \ldots p_{t}^{e_{t}}$ | $f=\alpha P_{1}^{e_{1}} P_{2}^{e_{2} \ldots P_{t}^{e_{t}}}$ |

## Reviewing the Dictionary between $\mathbb{F}_{q}[T]$ <br> and $\mathbb{Z}$

| Number Fields | Function Fields |
| :---: | :---: |
| $\mathbb{Z}$ | $A=\mathbb{F}_{q}[T]$ |
| $\mathbb{Q}$ | $k=\mathbb{F}_{q}(T)$ |
| positive integers | $A^{+}$monic polynomials |
| prime numbers | $\mathcal{P}$ monic irreducible polynomials |
| absolute value $\|n\|$ | norm of a polynomial $\|f\|=q^{\operatorname{deg}(f)}$ |
| $n=p_{1}^{e_{1}} p_{2}^{e_{2}} \ldots p_{t}^{e_{t}}$ | $f=\alpha P_{1}^{e_{1}} P_{2}^{e_{2} \ldots e_{t}^{e_{t}}}$ |
| 2 | $\mathrm{q}-1$ |

## Reviewing the Dictionary between $\mathbb{F}_{q}[T]$ <br> and $\mathbb{Z}$

| Number Fields | Function Fields |
| :---: | :---: |
| $\mathbb{Z}$ | $A=\mathbb{F}_{q}[T]$ |
| $\mathbb{Q}$ | $k=\mathbb{F}_{q}(T)$ |
| positive integers | $A^{+}$monic polynomials |
| prime numbers |  |
| absolute value $\|n\|$ | $\mathcal{P}$ monic irreducible polynomials |
| $n=p_{1}^{e_{1}} p_{2}^{e_{2}} \ldots p_{t}^{e_{t}}$ | norm of a polynomial $\|f\|=q^{\operatorname{deg}(f)}$ |
| $\phi(n)=\sum_{\substack{k=1 \\ (k, n)=1}}^{2} 1$ | $f=\alpha P_{1}^{e_{1}} P_{2}^{e_{2} \ldots P_{t}^{e_{t}}}$ |
| q-1 |  |
| $\substack{k \text { monic }(f) \\ \operatorname{deg}(k)<\operatorname{deg}(f) \\ \operatorname{gcd}(f, k)=1}$ |  |

## Reviewing the Dictionary between $\mathbb{F}_{q}[T]$ <br> and $\mathbb{Z}$

| Number Fields | Function Fields |
| :---: | :---: |
| $\mathbb{Z}$ | $A=\mathbb{F}_{q}[T]$ |
| Q | $k=\mathbb{F}_{q}(T)$ |
| positive integers | $A^{+}$monic polynomials |
| prime numbers | $\mathcal{P}$ monic irreducible polynomials |
| absolute value $\|n\|$ | norm of a polynomial $\|f\|=q^{\operatorname{deg}(f)}$ |
| $n=p_{1}^{e_{1}} p_{2}^{e_{2}} \cdots p_{t}^{e_{t}}$ | $\begin{gathered} f=\alpha P_{1}^{e_{1}} P_{2}^{e_{2} \ldots P_{t}^{e_{t}}} \\ \mathrm{q}-1 \end{gathered}$ |
| $\phi(n)=\sum_{\substack{k=1 \\(k, n)=1}}^{n} 1$ | $\Phi(f)=\sum_{\substack{k \text { monic } \\ \operatorname{deg}(k)<\operatorname{deg}(f) \\ \operatorname{gcd}(f, k)=1}} 1$ |
| $n=p_{1}^{e_{1}} \ldots p_{t}^{e_{t}}$ | $f=\alpha P_{1}^{e_{1}} \ldots P_{t}^{e_{t}}$ |

## Reviewing the Dictionary between $\mathbb{F}_{q}[T]$ <br> and $\mathbb{Z}$

| Number Fields | Function Fields |
| :---: | :---: |
| $\mathbb{Z}$ | $A=\mathbb{F}_{q}[T]$ |
| $\mathbb{Q}$ | $k=\mathbb{F}_{q}(T)$ |
| positive integers | $A^{+}$monic polynomials |
| prime numbers | $\mathcal{P}$ monic irreducible polynomials |
| absolute value $\|n\|$ | norm of a polynomial $\|f\|=q^{\operatorname{deg}(f)}$ |
| $n=p_{1}^{e_{1}} p_{2}^{e_{2}} \ldots p_{t}^{e_{t}}$ | $\begin{gathered} f=\alpha P_{1}^{e_{1}} P_{2}^{e_{2} \ldots P_{t}^{e_{t}}} \\ q-1 \end{gathered}$ |
| $\phi(n)=\sum_{\substack{k=1 \\(k, n)=1}}^{n} 1$ | $\Phi(f)=\sum_{\substack{k \text { monic } \\ \operatorname{deg}(k)<\operatorname{deg}(f)}} 1$ |
| $=p_{1}^{e_{1}} \ldots p_{t}^{e_{t}}$ | $f=\alpha P_{1}^{e_{1}} \ldots P_{t}^{\operatorname{gcd}(f, k)=1}$ |
| $\zeta(s)=\sum_{n=1}^{\infty} \frac{1}{n^{s}}$ | $\zeta_{A}(s)=\sum_{f \text { monic }}^{1} \frac{1}{\|f\|^{s}}$ |

## Reviewing the Dictionary between $\mathbb{F}_{q}[T]$ and $\mathbb{Z}$

| Number Fields | Function Fields |
| :---: | :---: |
| $\mathbb{Z}$ | $A=\mathbb{F}_{q}[T]$ |
| Q | $k=\mathbb{F}_{q}(T)$ |
| positive integers | $A^{+}$monic polynomials |
| prime numbers | $\mathcal{P}$ monic irreducible polynomials |
| absolute value $\|n\|$ | norm of a polynomial $\|f\|=q^{\operatorname{deg}(f)}$ |
| $n=p_{1}^{e_{1}} p_{2}^{e_{2}} \ldots p_{t}^{p_{t}}$ | $f=\alpha P_{1}^{e_{1}} P_{2}^{e_{2} \ldots P_{t}^{e_{t}}}$ |
| $\phi(n)=\sum_{\substack{k, 1 \\(k, n)=1}}^{n} 1$ | $\Phi(f)=\sum_{\text {deg }{ }^{k}(k)<\operatorname{monic}(f)} 1$ |
| $n=p_{1}^{e_{1}} \ldots p_{t}^{e_{t}}$ |  |
| $\zeta(s) \stackrel{p_{1}}{=} \sum_{n=1}^{\infty} \frac{p_{t}}{n^{s}}$ | $\zeta_{A}(s)=\sum_{f \text { monic } \frac{1}{1 f^{s}}}$ |
| $\xi(s)=\pi^{-\frac{s}{2}} \Gamma\left(\frac{s}{2}\right) \zeta(s)=\xi(1-s)$ | $\xi_{A}(s)=q^{-s} \Gamma_{A}(s) \zeta_{A}(s)=\xi_{A}(1-s)$ |

## Reviewing the Dictionary between $\mathbb{F}_{q}[T]$

and $\mathbb{Z}$

| Number Fields | Function Fields |
| :---: | :---: |
| $\mathbb{Z}$ | $A=\mathbb{F}_{q}[T]$ |
| Q | $k=\mathbb{F}_{q}(T)$ |
| positive integers | $A^{+}$monic polynomials |
| prime numbers | $\mathcal{P}$ monic irreducible polynomials |
| absolute value $\|n\|$ | norm of a polynomial $\|f\|=q^{\operatorname{deg}(f)}$ |
| $n=p_{1}^{e_{1}} p_{2}^{e_{2}} \ldots p_{t}^{e_{t}}$ | $f=\alpha P_{1}^{e_{1}} P_{2}^{e_{2} \ldots P_{t}^{e_{t}}}$ |
| $\phi(n)=\sum_{\substack{(k, n)=1}}^{n} 1$ |  |
| $\begin{gathered} n=p_{1}^{e_{1}} \ldots p_{t}^{e_{t}} \\ \zeta(s)=\sum_{n=1}^{\infty} \frac{1}{n^{s}} \end{gathered}$ |  |
| $\xi(s)=\pi^{-\frac{s}{2}} \Gamma\left(\frac{s}{2}\right) \zeta(s)=\xi(1-s)$ | $\xi_{A}(s)=q^{-s} \Gamma_{A}(s) \zeta_{A}(s)=\xi_{A}(1-s)$ |
| $\zeta(s)$ has analytic continuation | $\zeta_{A}(s)=\left(1-q^{1-s}\right)^{-1}$ |

## Reviewing the Dictionary between $\mathbb{F}_{q}[T]$

and $\mathbb{Z}$

| Number Fields | Function Fields |
| :---: | :---: |
| $\mathbb{Z}$ | $A=\mathbb{F}_{q}[T]$ |
| Q | $k=\mathbb{F}_{q}(T)$ |
| positive integers | $A^{+}$monic polynomials |
| prime numbers | $\mathcal{P}$ monic irreducible polynomials |
| absolute value $\|n\|$ | norm of a polynomial $\|f\|=q^{\operatorname{deg}(f)}$ |
| $n=p_{1}^{e_{1}} p_{2}^{e_{2}} \ldots p_{t}^{e_{t}}$ | $f=\alpha P_{1}^{e_{1}} P_{2}^{e_{2} \ldots P_{t}^{e t}}$ |
| 2 | q-1 |
| $\phi(n)=\sum_{\substack{k=1 \\(k, n)=1}}^{n} 1$ | $\Phi(f)=\sum_{\substack{k \operatorname{monic} \\ \operatorname{deg}(k)<\operatorname{deg}(f) \\ \operatorname{gcd}(f, k)=1}} 1$ |
| $n=p_{1}^{e_{1}} \ldots p_{t}^{e_{t}}$ | $f=\alpha P_{1}^{e_{1}} \ldots P_{t}^{e_{t}}$ |
| $\zeta(s)=\sum_{n=1}^{\infty} \frac{1}{n^{s}}$ | $\zeta_{A}(s)=\sum_{f \text { monic }} \frac{1}{\|f\|^{s}}$ |
| $\xi(s)=\pi^{-\frac{s}{2}} \Gamma\left(\frac{s}{2}\right) \zeta(s)=\xi(1-s)$ | $\xi_{A}(s)=q^{-s} \Gamma_{A}(s) \zeta_{A}(s)=\xi_{A}(1-s)$ |
| $\zeta(s)$ has analytic continuation | $\zeta_{A}(s)=\left(1-q^{1-s}\right)^{-1}$ |
| $\pi(x) \sim \frac{x}{\log (x)}$ | $\pi_{A}(n)=\frac{q^{n}}{n}+O\left(\frac{q^{n / 2}}{n}\right)$ |

## Reviewing the Dictionary between $\mathbb{F}_{q}[T]$

 and $\mathbb{Z}$| Number Fields | Function Fields |
| :---: | :---: |
| $\mathbb{Z}$ | $A=\mathbb{F}_{q}[T]$ |
| $\mathbb{Q}$ | $k=\mathbb{F}_{q}(T)$ |
| positive integers | $A^{+}$monic polynomials |
| prime numbers | $\mathcal{P}$ monic irreducible polynomials |
| absolute value $\|n\|$ | norm of a polynomial $\|f\|^{\prime}=q^{\operatorname{deg}(f)}$ |
| $n=p_{1}^{e_{1}} p_{2}^{e_{2}} \ldots p_{t}^{e_{t}}$ | $\begin{gathered} f=\alpha P_{1}^{e_{1}} P_{2}^{e_{2} \ldots P_{t}^{e_{t}}} \\ \mathbf{q}-1 \end{gathered}$ |
| $\phi(n)=\sum_{\substack{k=1 \\(k, n)=1}}^{n} 1$ | $\Phi(f)=\sum_{\substack{k \text { monic } \\ \operatorname{deg}(k)<\operatorname{deg}(f)}} 1$ |
| $=p_{1}^{e_{1}} \ldots p_{t}^{e_{t}}$ | $f=\alpha P_{1}^{e_{1}^{\operatorname{gcd}(f, k)=1} \ldots P_{t}^{e_{t}}}$ |
| $\zeta(s)=\sum_{n=1}^{\infty} \frac{1}{n^{s}}$ | $\zeta_{A}(s)=\sum_{f \text { monic }}^{1} \frac{1}{\|f\|^{s}}$ |
| $\xi(s)=\pi^{-\frac{s}{2}} \Gamma\left(\frac{s}{2}\right) \zeta(s)=\xi(1-s)$ | $\xi_{A}(s)=q^{-s} \Gamma_{A}(s) \zeta_{A}(s)=\xi_{A}(1-s)$ |
| $\zeta(s)$ has analytic continuation | $\zeta_{A}(s)=\left(1-q^{1-s}\right)^{-1}$ |
| $\pi(x) \sim \frac{x}{\log (x)}$ | $\pi_{A}(n)=\frac{q^{n}}{n}+O\left(\frac{q^{n / 2}}{n}\right)$ |
| $\mu(n), d_{k}(n), \varphi(n), \Lambda(n), \lambda(n)$ | $\mu(f), d_{k}(f), \Phi(f), \Lambda(f), \lambda(f)$ |

