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- So far we have been working with $A=\mathbb{F}_{q}[T]$ inside the rational function field $k=\mathbb{F}_{q}(T)$.
- In this lecture we extend our considerations to more general function fields of transcendence degree one over a general constant field.
- The Riemann-Roch theorem is the fundamental result we will need in this lecture.
- We will focus our attention to function fields over a finite constant field. (global function fields)
- The other class of global fields are the algebraic number fields.
- All global fields share a great number of common features.
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## Introduction

- The main aim is to introduce the zeta function of a global function field and explore its properties.
- The Riemann hypothesis will be explained in some detail.
- We will derive several consequences of the RH for such zeta functions (e.g. analogue of prime number theorem for arbitrary global function fields).
- A sketch of the proof of the RH for function fields will be given in the last lecture.
- In this lecture we prove a weak version of the RH for curves.
- Before we begin. The treatment we give here is very arithmetic and analytic. The geometric underpinnings will not be much in evidence. The whole subject can be dealt with under the aspect of curves over finite fields.
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## Definition

A function field in one variable over $F$ is a field $K$, containing $F$ and at least one element $x$, transcendental over $F$, such that $K / F(x)$ is a finite algebraic extension.
Such field is said to have transcendence degree one over $F$.
It is not hard to show that the algebraic closure of $F$ in $K$ is finite over $F$. One way to see this is to note that if $E$ is a subfield of $K$, which is algebraic over $F$, then $[E: F]=[E(x): F(x)] \leq[K: F(x)]$. So, replacing $F$ with its algebraic closure in $K$, if neccessary, we assume that $F$ is algebraically closed in $K$. In that case, $F$ is called the constant field of $K$.
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(1) If $F$ is the constant field of $K$ and $y \in K$ is not in $F$, then $y$ is transcendental over $F$.
(2) $K / F(y)$ is a finite extension.

To see this, note that $y$ is algebraic over $F(x)$ which shows there is a non-zero polynomial in two-variables $g(X, Y) \in F[X, Y]$ such that $g(x, y)=0$. Since $y$ is transcendental over $F$ we must have that $g(X, Y) \notin F[Y]$. It follows that $x$ is algebraic over $F(y)$. Since $K$ is finite over $F(x, y)$ and $F(x, y)$ is finite over $F(y)$, it follows that $K$ is finite over $F(y)$.
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## Proof.
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$$

It is not loss of generality to assume that not all the polynomials $f_{i}(y)$ are divisible by $y$. Now, reducing this relation modulo $P$ gives a non-trivial linear relation for the elements $\bar{u}_{i}$ over $F$, a contradiction. Thus, $\left\{u_{1}, \ldots, u_{m}\right\}$ is a set linearly independent over $F(y)$ and it follows that $m \leq[K: F(y)]$ which proves the assertion.
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## Proposition

The only primes of $F(x)$ are the ones attached to the monic irreducibles, called the finite primes, together with the prime at infinity.

## Remark

(1) The degree of any finite prime is equal to the degree of the monic irreducible to which it corresponds.
(2) The degree of the prime at infinity is 1 .
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## Proof.

Suppose $A=B+(h)$. Then a short calculation shows that $x \rightarrow x h$ is an isomorphism from $L(A)$ with $L(B)$.

Lema (5.3)
If $\operatorname{deg}(A) \leq 0$ then $I(A)=0$ unless $A \sim 0$ in which case $I(A)=1$.
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$$
I(A)=\operatorname{deg}(A)-g+1+I(C-A)
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The proof can be found for example in "Algebraic Curves over Finite Fields" by Carlos Moreno.
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Proof.
If $\operatorname{deg}(A) \geq 2 g-2$, then $\operatorname{deg}(C-A) \leq 0$. Now we use Lemma 5.3.
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We will prove that the group $C l_{K}^{0}$ is finite. Denote its order by $h_{K}$. The number $h_{K}$ is called the class number of the field $K$. This number is an important invariant of $K$. The above exact sequence shows that for any integer $n$ there are exactly $h_{K}$ classes of degree $n$.
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We define $a_{n}$ to be the number of primes of degree $n$ and $b_{n}$ to be the number of effective divisors of degree $n$. Both these numbers are of considerable interest.
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## The Riemann Hypothesis for Function

Fields

Theorem (The Riemann Hypothesis for Function Fields)
Let $K$ be a global function field whose constant field $\mathbb{F}$ has $q$ elements. All the roots of $\zeta_{K}(s)$ lie on the line $\mathfrak{R}(s)=1 / 2$. Equivalently, the inverse roots of $L_{K}(u)$ all have absolute value $\sqrt{q}$.
(1) The case $g=1$ was proved by H . Hasse.
(2) Weil gave two proofs: (i) geometry of algebraic surfaces and theory of correspondences; (ii) theory of abelian varieties.
(3) Stepanov and Bombieri gave more elementary proofs.
(4) No analytic proof is known. (A. Connes)
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Let $e(N)$ be -1 if $N$ is even and 0 if $N$ is odd. Then, as we saw in the proof of the PNT in $\mathbb{F}_{q}[T]$,

$$
\sum_{d \mid N} \mu(d) q^{\frac{N}{d}}=q^{N}-e(N) q^{N / 2}+O\left(N q^{N / 3}\right)
$$

## Continuation of the Proof

Similarly, using the R.H., we see

$$
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$$

## Continuation of the Proof
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$$
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$$

Putting the last three equations together, we find

$$
N a_{N}=q^{N}+O\left(q^{N / 2}\right)
$$

This completes the proof.
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We derive now another expression for the zeta function. To this end consider once more the equation

$$
Z_{K}(u)=\prod_{d=1}^{\infty}\left(1-u^{d}\right)^{-a_{d}}
$$

Take the logarithm of both sides and write the result as power series in $u$.

$$
\log Z_{K}(u)=\sum_{m=1}^{\infty} \frac{N_{m}}{m} u^{m}
$$

where the number $N_{m}=\sum_{d \mid m} d a_{d}$.
These numbers have a very appealing geometric interpretation. Roughly speaking, what is going on is that the function field $K / \mathbb{F}$ is associated to a complete, non-singular curve $X$ defined over $\mathbb{F}$. The number $N_{m}$ is the number of rational points on $X$ over the unique field extension $\mathbb{F}_{m}$ of $\mathbb{F}$ of degree $m$. In any case, using these numbers, the zeta function of the curve $X$ is given by

$$
Z_{K}(u)=\exp \left(\sum_{m=1}^{\infty} \frac{N_{m}}{m} u^{m}\right)
$$

We have showed that

$$
N_{m}=q^{m}+1-\sum_{i=1}^{2 g} \pi_{i}^{m}
$$

We have showed that

$$
N_{m}=q^{m}+1-\sum_{i=1}^{2 g} \pi_{i}^{m}
$$

This equality plays an important role in the proof of the R.H. for function fields. If we assume the R.H., another consequence is

$$
\left|N_{m}-q^{m}-1\right| \leq 2 g q^{m / 2}
$$

