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- In Lecture 2 we touched upon the subject of average value theorems in $A=\mathbb{F}_{q}[T]$.
- The technique which we used goes back to Carlitz and it is based on Dirichlet series.
- The zeta function of $A$ is so simple that it was possible to arrive at very precise results for the average values in question.
- We consider average values of the generalizations of some elementary number-theoretic functions in the case of global function fields.
- For global function fields $K$ the zeta function is more complicated and the mean values also becomes a little more complicated.
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When we use $D$ as a summation variable, it will be assumed that the sum is over $D$ in $\mathcal{D}_{K}^{+}$with, perhaps, some other restrictions.
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Definition
Let $f: \mathcal{D}_{K}^{+} \rightarrow \mathbb{C}$ be a function. The average value of $f$ is defined to be
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## Proposition
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The sum in parenthesis is a polynomial in $N$ of degree $r-1$ with leading term
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$$
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$$
\frac{1}{2 \pi i} \oint_{C+C_{\epsilon}} \frac{Z_{f}(u)}{u^{N+1}} d u
$$
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It is easy to see that $\binom{-N-1}{k}=(-1)^{k}\binom{N+k}{k}$, so the residue can be rewritten as

$$
-q^{N} \sum_{i=1}^{r} c_{-i}\binom{N+i-1}{i-1}(-q)^{i}
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As in the proof of the previous Tauberian theorem, it now follows that
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It remains to relate $\alpha=\lim _{s \rightarrow 1}(s-1)^{r} \zeta_{f}(s)$ to $c_{-r}$. This relationship follows from the calculation

$$
\begin{align*}
c_{-r} & =\lim _{u \rightarrow q^{-1}}\left(u-q^{-1}\right)^{r} Z_{f}(u) \\
& =\lim _{s \rightarrow 1}\left(\frac{q^{-s}-q^{-1}}{s-1}\right)^{r}(s-1)^{r} \zeta_{f}(s)=\left(-\frac{\log (q)}{q}\right)^{r} \alpha \tag{1.5}
\end{align*}
$$

Substitute this expression for $c_{-r}$ into the previous expression for the leading term of the sum in parentheses and we arrive at

$$
\frac{\log (q)^{r}}{(r-1)!} \alpha N^{r-1}
$$

for the leading term. This completes the proof.

## Corollary
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## Proof.

This is immediate from the theorem.
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## Proposition

Let $K / \mathbb{F}$ be a global function field and $d(D)$ the divisor function on the effective divisors. Then, there exist constants $\mu_{K}$ and $\lambda_{K}$ such that for fixed $\epsilon>0$ we have

$$
\sum_{\operatorname{deg} D=N} d(D)=q^{N}\left(\lambda_{K} N+\mu_{K}\right)+O_{\epsilon}\left(q^{\epsilon N}\right)
$$

More explicitly, $\lambda_{K}=h_{K}^{2} q^{2-2 g}(q-1)^{-2}$.
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We have already seen that $\zeta_{d}(s)=\zeta_{K}(s)^{2}$, a function which has a double pole at $s=1$ and is otherwise holomorphic for $\mathfrak{R}(s)>0$.
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## Proof of the Proposition

We have already seen that $\zeta_{d}(s)=\zeta_{K}(s)^{2}$, a function which has a double pole at $s=1$ and is otherwise holomorphic for $\mathfrak{R}(s)>0$. Choose $\epsilon>0$. Notice that $\lim _{s \rightarrow 1}(s-1)^{2} \zeta_{K}(s)^{2}=\rho_{K}^{2}$. Applying the previous theorem we find there are constants $\lambda_{K}$ and $\mu_{K}$ such that

$$
\sum_{\operatorname{deg} D=N} d(D)=q^{N}\left(\lambda_{K} N+\mu_{K}\right)+O_{\epsilon}\left(q^{\epsilon N}\right)
$$

Applying the formula for the leading term of the polynomial in the parenthesis given in the statement of the previous theorem, we find
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This finishes the proof.
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Denote by $S(\mathcal{A}, \mathcal{P}, z)$ the number of elements of
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Theorem (Selberg's sieve, 1947)
We keep the above setting and assume that there exist $X>0$ and a multiplicative function $f(\cdot)$ satisfying $f(p)>1$ for any prime $p \in \mathcal{P}$, such that for any squarefree integer $d$ composed of primes of $\mathcal{P}$ we have

$$
\begin{equation*}
\# \mathcal{A}_{d}=\frac{X}{f(d)}+R_{d} \tag{2.1}
\end{equation*}
$$

for some real number $R_{d}$.
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f_{1}(n)=\sum_{d \mid n} \mu(d) f(n / d)
$$

Also, we set

$$
V(z):=\sum_{\substack{d \leq z \\ d \mid \vec{P}(z)}} \frac{\mu^{2}(d)}{f_{1}(d)}
$$

Then

$$
S(\mathcal{A}, \mathcal{P}, z) \leq \frac{X}{V(z)}+O\left(\sum_{\substack{d_{1}, d_{2} \leq z \\ d_{1}, d_{2} \mid P(z)}} \mid R_{\left[d_{1}, d_{2}\right]}\right)
$$
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Let
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\begin{gathered}
\mathcal{A}=\left\{A_{1}, A_{2}, \ldots, A_{n}\right\}, \\
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Lema (1)
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\begin{equation*}
\inf _{X} \sum_{D \in \mathcal{D}^{*}} \frac{\lambda_{1}(D)}{f(D)}=\left(\sum_{D \in \mathcal{D}} \frac{1}{g(D)}\right)^{-1}=Q^{-1} \tag{2.14}
\end{equation*}
$$

where

$$
\begin{equation*}
E=\sum_{D \in \mathcal{D}^{*}}\left|\lambda_{1}(D) R_{D}\right| \tag{2.12}
\end{equation*}
$$

Define the function $g$ by

$$
\begin{equation*}
g(D)=f(D) \prod_{P \mid D}\left(1-\frac{1}{f(P)}\right) \tag{2.13}
\end{equation*}
$$
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\end{equation*}
$$

and this lower bound is attained when

$$
\begin{equation*}
X_{D}=\frac{\mu(D) f(D)}{Q} \sum_{\substack{C \in \mathcal{D} \\ D \mid C}} \frac{1}{g(C)} \tag{2.15}
\end{equation*}
$$
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The result follows by setting the quantity in braces equal to zero.

We now assume that $X$ is defined as in Equation (2.15), i.e., $X=X_{D}$. We then have the following form of the function-field Selberg's sieve.
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Theorem (Selberg's sieve)
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|\mathcal{S}| \leq \frac{n}{Q}+\sum_{D_{1}, D_{2} \in \mathcal{D}}\left|X_{D_{1}} X_{D_{2}} R_{\left[D_{1}, D_{2}\right]}\right| \tag{2.16}
\end{equation*}
$$

where [] denotes the Icm.

We now assume that $X$ is defined as in Equation (2.15), i.e., $X=X_{D}$. We then have the following form of the function-field Selberg's sieve.
Theorem (Selberg's sieve)

$$
\begin{equation*}
|\mathcal{S}| \leq \frac{n}{Q}+\sum_{D_{1}, D_{2} \in \mathcal{D}}\left|X_{D_{1}} X_{D_{2}} R_{\left[D_{1}, D_{2}\right]}\right| \tag{2.16}
\end{equation*}
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where [] denotes the Icm.

## Proof.

By Lemma 1 and the previous estimate on $|\mathcal{S}|$ (2.11) we have

$$
|\mathcal{S}| \leq \frac{n}{Q}+E
$$

where

$$
E=\sum_{D \in \mathcal{D}^{*}}\left|\lambda_{1}(D) R_{D}\right|=\sum_{D \in \mathcal{D}^{*}}\left|\sum_{\substack{D_{1}, D_{2} \in \mathcal{D} \\\left[D_{1}, D_{2}\right]=D}} x_{D_{1}} X_{D_{2}} R_{D}\right|
$$

We now assume that $X$ is defined as in Equation (2.15), i.e., $X=X_{D}$. We then have the following form of the function-field Selberg's sieve.
Theorem (Selberg's sieve)

$$
\begin{equation*}
|\mathcal{S}| \leq \frac{n}{Q}+\sum_{D_{1}, D_{2} \in \mathcal{D}}\left|X_{D_{1}} X_{D_{2}} R_{\left[D_{1}, D_{2}\right]}\right| \tag{2.16}
\end{equation*}
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where [] denotes the Icm.

## Proof.

By Lemma 1 and the previous estimate on $|\mathcal{S}|$ (2.11) we have

$$
|\mathcal{S}| \leq \frac{n}{Q}+E
$$

where

$$
\begin{aligned}
E & =\sum_{D \in \mathcal{D}^{*}}\left|\lambda_{1}(D) R_{D}\right|=\sum_{D \in \mathcal{D}^{*}}\left|\sum_{\substack{D_{1}, D_{2} \in \mathcal{D} \\
\left[D_{1}, D_{2}\right]=D}} X_{D_{1}} X_{D_{2}} R_{D}\right| \\
& \leq \sum_{D_{1}, D_{2} \in \mathcal{D}}\left|X_{D_{1}} X_{D_{2}} R_{\left[D_{1}, D_{2}\right]}\right|
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which proves the theorem.

Similarly we can prove the following version of Selberg's lower bound sieve.

Similarly we can prove the following version of Selberg's lower bound sieve.
Let $\mathcal{D}_{i}$ denote a divisor closed subset of $\prod_{j=1}^{i-1} P_{i}$.

Similarly we can prove the following version of Selberg's lower bound sieve.
Let $\mathcal{D}_{i}$ denote a divisor closed subset of $\prod_{j=1}^{i-1} P_{i}$.
Now define $Q_{i}$ and $X^{(i)}$ by (2.14) and (2.15) using $\mathcal{D}_{i}$ instead of $\mathcal{D}$. We then have

Similarly we can prove the following version of Selberg's lower bound sieve.
Let $\mathcal{D}_{i}$ denote a divisor closed subset of $\prod_{j=1}^{i-1} P_{i}$.
Now define $Q_{i}$ and $X^{(i)}$ by (2.14) and (2.15) using $\mathcal{D}_{i}$ instead of $\mathcal{D}$. We then have
Theorem

$$
\begin{equation*}
|\mathcal{S}| \geq n\left(1-\sum_{i=1}^{r} \frac{1}{f\left(P_{i}\right) Q_{i}}\right)-\sum_{i=1}^{r} \sum_{D_{1}, D_{2} \in \mathcal{D}_{i}}\left|X_{D_{1}}^{(i)} X_{D_{2}}^{(i)} R_{P_{i}\left[D_{1}, D_{2}\right]}\right| . \tag{2.17}
\end{equation*}
$$
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Let $\pi(m, K, L)$ denote the number of monic irreducible polynomials in $\mathbb{F}_{q}[x]$ of degree $m$ which are congruent to $L$ modulo $K$. We assume $(L, K)=1$, $\operatorname{deg} K=k<m$ and $\operatorname{deg} L<k$. $L$ need not be monic.
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Let $\pi(m, K, L)$ denote the number of monic irreducible polynomials in $\mathbb{F}_{q}[x]$ of degree $m$ which are congruent to $L$ modulo $K$. We assume $(L, K)=1$, $\operatorname{deg} K=k<m$ and $\operatorname{deg} L<k$. $L$ need not be monic.

We take

$$
\mathcal{A}=\{L+A K: \operatorname{deg} A=m-k\}
$$

and

$$
\mathcal{P}=\left\{P: \operatorname{deg} P \leq\left[\frac{m}{2}\right], P \nmid K\right\}
$$

so $\mathcal{P}$ contains only irreducible polynomials. Also, take $f(D)=|D|$. It is easily checked that $\left|R_{D}\right| \leq 1$.

The set $\mathcal{D}$ is defined by

$$
\mathcal{D}=\left\{D: D \mid \prod(\mathcal{P}) \text { and }|D| \leq q^{(m-k) / 4}\right\}
$$

With $\mathcal{D}$ thus defined,

$$
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& \geq c_{2} \prod_{\operatorname{deg} P \leq(m-k) / 4}\left(1-\frac{1}{|P|}\right)^{-1} \frac{\Phi(K)}{|K|} \geq c_{3} \frac{\Phi(K)}{|K|}(m-k)
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where $c_{i}$ are constants, and $\Phi(K)$ is Euler's $\Phi$ function defined for $\mathbb{F}_{q}[x]$.
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where $c_{i}$ are constants, and $\Phi(K)$ is Euler's $\Phi$ function defined for $\mathbb{F}_{q}[x]$.
Also the error term is quite small, $E=O\left(m^{2} q^{(m-k) / 2}\right)$.
The previous estimates are obtained by using variations of the standard techniques used on similar expressions involving the rational integers.

Thus by Selberg's sieve theorem we have
Theorem

$$
\pi(m, K, L)=|\mathcal{S}| \leq c \frac{q^{m-k}|K|}{\Phi(K)(m-k)}=c \frac{q^{m}}{\Phi(K)(m-k)}
$$

Thus by Selberg's sieve theorem we have
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$$

This result is not as powerful as the "prime number theorem" for $\mathbb{F}_{q}[x]$ when degree of $K$ is small. This is particularly true since the Riemann hypothesis is known to be true. But the above theorem is still effective when $k$ is almost as large as $m$, and of course is essentially elementary.
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Letting $\mathcal{D}=\left\{D: D \mid \prod(\mathcal{P})\right.$ and $\left.|D| \leq N^{1 / 4}\right\}$ where $N=|\mathcal{A}|=\left(q^{n+1}-q\right) /(q-1)$, and applying the Selberg's sieve theorem we have

$$
\begin{equation*}
|\mathcal{S}| \leq \frac{N}{Q}+N^{1 / 2} \prod_{P \in \mathcal{P}}\left(1-\frac{1}{f(P)}\right)^{-2} \tag{2.18}
\end{equation*}
$$

Now
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Q=\sum_{D \in \mathcal{D}} \frac{1}{g(D)} \geq \sum_{D \in \mathcal{D}} \frac{\alpha(D)}{|D|}=\sum_{\substack{|D| \leq N^{1 / 4} \\(D, K)=1}} \frac{2^{\omega(D)}}{|D|}
$$
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where $c_{2}$ depends on $K$. Since $\prod_{P \in \mathcal{P}}(1-1 / f(P))^{-2} \leq \log ^{4} N$, from (2.18) we obtain

$$
\begin{equation*}
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\end{equation*}
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Corollary
$\sum 1 /|P|$ converges, where the summation is over all monic irreducibles $P$ such that $P+K$ is also irreducible.

